
  
 

 
 

 

 

 

  

Electricity Authority 

Service Report and User Guide 

December 2020 

Prepared by Jade Operations 



  
 

  
 

Jade Software Corporation Limited cannot accept any financial or other responsibilities 

that may be the result of your use of this information or software material, including 

direct, indirect, special or consequential damages, or loss of profits. There are no 

warranties extended or granted by this document or software material. 

You should be very careful to ensure that the use of this software material and/or 

information complies with the laws, rules, and regulations of the jurisdictions with 

respect to which it is used. No part of this document may be reproduced or transmitted 

in any form or by any means, electronic or mechanical, for any purpose, without the 

express written permission of Jade Software Corporation Limited. 

The information contained herein is subject to change without notice. Revisions may be 

issued advising of such changes and/or additions. 

© 2020 Jade Software Corporation Limited. 

All rights reserved. 

JADE is a trademark of Jade Software Corporation Limited. All trade names referenced 

are the service mark, trademark, or registered trademark of the respective 
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Unless otherwise approved in writing in advance by 

the Authority (such timely approval not to be 

unreasonably withheld) there must be no more than 

two planned outages per month, one of which is 

reserved for the monthly production release of 

software. Each planned outage must be at a time to 

be agreed by the parties and be no more than 2 hours 

in duration. Any planned outage of more than 2 hours 

duration must have the prior approval of the Authority, 

such timely approval not to be unreasonably withheld.  

Approved, pre-planned outages do not count against 

service level targets. 

 1) Scheduled 

Production 

deploy 20th 

December. 

 

Yes Schedule 2 

Non-functional 

requirements 

5.3 

Service response time of transactions sampled at 

regular intervals (every 1–5) minutes as agreed 

between the Authority and the Provider) during regular 

service hours for the system at the delineation point of 

the system to external communications providers 

  Yes Schedule 2 

Non-functional 

requirements 

5.2 table 1 

96% of all sampled transactions will have a response 

time of less than 2 seconds for all the components 

managed by the system at the delineation point of the 

Registry network. 

Longest time period in seconds 

Percentage of transactions exceeding 2 seconds 

  

<2 =99.96% 

 

68 

0.04% 

Yes Schedule 2 

Non-functional 

requirements 

5.2 table 1 

90% will have a response time of less than 1 second 

for all the components managed by the system at the 

delineation point of the Registry network 

Percentage of transactions exceeding 1 second 

 <1 =99.94% 

 

0.06% 

Yes Schedule 2 

Non-functional 

requirements 

5.2 table 1 

Number of password lockout alerts. 

Investigation of all repeated lockout alerts required. 

 0  Schedule 2 

Non-functional 

requirements 

25.1 (n) 

Help desk available 7:30 to 19:30 hours 

each business day 

100% Yes Clause 11.20 

Registry reports to participants day 1 09:00 09:00 hours on the first 

business day of the 

month 

31Dec20 

20:20 

Yes Clause 11 of 

Schedule 11.1 

Issuing of confirmation notices within 4 hours of 

receipt of information provided 

  Yes Clause 11.21 

Number of ICP’s changing traders 16:00 on the 6th 

business day of the 

month 

 Yes Clause 11.23 



 
 

 

 

6 Electricity Authority 
 

Such other information as may be agreed from time to 

time between the Registry and the Board 

16:00 on the 6th 

business day of the 

month 

 Yes Clause 11.23  

Reports to the clearing manager and systems 

manager by 16:00 on first business day of the month 

16:00 on first business 

day 

05Jan2021 

00:21 

Yes Clause 11.24 

By 16:00 on 4th business day deliver to the 

reconciliation manager the ICP days report 

16:00 on 4th business 

day 

08Jan2021  

01:19 

Yes Clause 11.26 

By 16:00 on 4th business day deliver to the 

reconciliation manager the loss factors report 

16:00 on 4th business 

day 

06Jan2021  

00:00 

Yes Clause 11.26 

By 16:00 on 4th business day deliver to the 

reconciliation manager the balancing area report 

16:00 on 4th business 

day 

06Jan2021  

00:00  

Yes Clause 11.26 

By 16:00 on 4th business day deliver to the 

reconciliation manager the half hour identifiers report 

16:00 on 4th business 

day 

08Jan2021  

04:16  

Yes Clause 11.26 

By 16:00 on 1st business day deliver to the market 

administrator (Authority) a report summarising events 

that have not been notified to the Registry with 

specified time frames  

16:00 on 1st business 

day 

05Jan20201

00:00 

Yes Clause 11.27 

Notifications or change within the Registry to 

participants affected 

Same day   Yes Clause 11.29 

Registry to publish Schedule of loss category code 

and loss factors 

Within one day of 

notification of change 

 Yes Clause 22 of 

Schedule 11.1 

Registry to publish Schedule of mapping between 

NSP’s and balancing areas 

Within one business day 

of notification of change 

 Yes Clause 24 of 

Schedule 11.1 

Registry to publish Schedule of all NSP identifiers and 

supporting information 

Within one business day 

of notification of change 

 Yes Clause 30 of 

Schedule 11.1 
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Other Information 

The following reports/files are supplied to the Authority by the 6th business day of each month 

(unless otherwise specified) to the SFTP server: 

• ICP’s electrically connected, electrically disconnected, decommissioned and switched 

by Retailer and NSP 

• ICP’s electrically connected, electrically disconnected, decommissioned and switched 

by Retailer 

• ICP’s electrically connected, electrically disconnected, decommissioned and switched 

by Distributor 

• Report PR-130 as defined in functional specification 

• Details of participant rule breaches (supplied on first business day) 

• Details of participant switch breaches (supplied on first business day) 

 

Business Continuity Plan Test 

The following annual tests were completed in April 2020 (Jade Tracker #855251 refers);   

1. Testing of the phone system by enacting call plan 5 and placing a test call to the line then 

immediately restoring to call plan 4. 

2. Placing 2 test calls to the people below advising them that this is a test call to confirm 

contactability in a Business Continuity event 

a) Grant Benvenuti - Manager Market Operations - 04 460 8849 or 027 652 4854 

b)  Jade BCM Manager. 

3. Have a Jade Developer log in from home to confirm connectivity. 
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AGREED PROCEDURES 

Change Control 

All significant changes will be notified to the Electricity Authority, and a Tracker work request will 

be created to record authorisation, schedule, and implementation detail. 

Change requests must be approved within 1 month of the request being submitted. 

In exceptional circumstances, for example where Jade Care consider server integrity to be 

under significant and immediate threat, changes may be applied with little or no notice. 

Application Release Authorisation 

Releases are automated through the Jade Care toolset. Submission and authorisation are 

separate functions, and the authorisation facility may be extended to the Electricity Authority or 

may be applied by the Client Service Manager where the Electricity Authority chooses not to 

use this facility.  

Application Restarts 

Requests for restart of applications or servers must be made in writing. In exceptional 

circumstances, and where the requestor is known to Jade Care staff, a verbal request may be 

sufficient, provided it is confirmed in writing shortly after the request is made.  

Hardware Fault Reporting 

SNMP traps will be enabled for all servers. Traps will result in alerts being raised at Jade Care 

and Tracker incident records being created. Automated escalation can be applied to these calls 

to alert the Electricity Authority and third parties to the event. 

Arrangements may be put in place to allow Jade Care to contact hardware service organisations 

directly in the event of hardware issues. Contact and call identification details will be required as 

a prerequisite to implementation.  

Anti-Virus Product 

Anti-virus product is installed on all managed servers. Engine and pattern updates are applied 

on receipt, and full scans are run weekly. 

Recovery Procedures 

Application Recovery 

The environments are set up to perform automatic application recovery in the event of a server 

undergoing a non-scheduled restart.   

If there is a physical failure on the hardware where the VM is hosted on, the VM will be moved 

to a different physical VMware host. In the event of a catastrophic site failure, an SDS takeover 

will occur to the DR site upon approval by the Electricity Authority. 
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Server Recovery 

Server recovery should never take place unless agreed by the Electricity Authority, Jade Care 

and hardware service representatives. 

If a server operating system needs to be rebuilt, Central Systems will assist the onsite 

technician in rebuilding the server configuration and operating system to a state where Jade 

Care access is restored. Recovery of the full configuration, the applications and other third party 

software will be undertaken by Jade Care. 

Server Integrity 

The Electricity Authority servers are configured and maintained to Jade Care standards. This 

configuration is critical to the operation of the process automation and monitoring software. 

It is essential that all changes to the server or application software is either performed by, or 

with the fore-knowledge and agreement, of Jade Care. 

Reporting 

Systems Management Report 

This systems management report is to be provided by email to customer staff as advised. The 

target date for delivery is the 10th business day of the month following the calendar month to 

which the report relates. 

Incident Reports 

An incident report will be prepared for each unscheduled outage and will be emailed to 

customer staff as advised from time to time within 3 working days of any outage.  These reports 

relate only to those items managed by Jade Care; e.g. network issues and hardware failures will 

not be subject to a report. 

Jade Care Recommendations 

Where Jade Care has recommendations for changes to hardware or the operating environment, 

these recommendations will be submitted to the Electricity Authority management. 

Implementation of such recommendations will be formalised through the change control process 

and documented through the systems management report in summary form. 

Software Licences and Media Storage 

All software media and licences must be kept in secured storage in reasonable proximity to the 

servers. 

Personnel and Contact Details 

The Electricity Authority must advise Jade Care of changes in personnel and contacts details 

where individuals are named as direct contacts. Fault escalations are pre-defined and 

automated to individual email addresses and SMS capable devices. Leave coverage and 

personnel changes must be advised for these functions to be effective. 
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